A faster algorithm for a due date assignment problem with tardy jobs
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A B S T R A C T

The single-machine due date assignment problem with the weighted number of tardy jobs objective, (the TWNTD problem), and its generalization with resource allocation decisions and controllable job processing times have been solved in $O(n^3)$ time by formulating and solving a series of assignment problems. In this note, a faster $O(n^2)$ dynamic programming algorithm is proposed for the TWNTD problem and for its controllable processing times generalization in the case of a convex resource consumption function.
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1. Introduction

The single-machine due date assignment problem with the weighted number of tardy jobs objective (the TWNTD problem) can be defined as follows: There are $n$ jobs available at time zero; job $j$ has a positive processing time $p_j$ and a positive weight $w_j$. The objective is to determine the due date $d_j$ of each job $j$ and a job sequence so that the function

$$TC = a \sum_{j=1}^{n} d_j + \sum_{j=1}^{n} w_j d_j$$  \hspace{1cm} (1)

is minimized where $a$ is the positive unit due date assignment cost and $d_j$ is the tardiness indicator of job $j$ defined as follows: $d_j = 1$ if $C_j > d_j$ and $d_j = 0$ if $C_j \leq d_j$ where $C_j$ denotes the completion time of job $j$.

Shabtay and Steiner [1] proposed an $O(n^4)$ algorithm for the TWNTD problem by solving a series of assignment problems. In this note, we show that the TWNTD problem can be solved by dynamic programming (DP) in $O(n^2)$ time by utilizing additional information about the ordering of the jobs in an optimal sequence. An extension of the $O(n^2)$ DP algorithm to the more general resource allocation/scheduling problem with controllable job processing times and a convex resource allocation function is also presented.

2. A DP $O(n^2)$ algorithm for the TWNTD problem

Shabtay and Steiner [1] proved some useful properties of an optimal TWNTD solution summarized next: Let $[j]$ denote the job occupying the $j$ position in an optimal TWNTD sequence $S^*$; $p_{[j]}$, $d_{[j]}$, $w_{[j]}$ and $U_{[j]}$ are defined analogously. Let $E$, $T$ denote the sets of the non-tardy (early) jobs and tardy jobs respectively in $S^*$. According to Shabtay and Steiner [1], there is no-inserted idle time in $S^*$ and the jobs in $E$ are sequenced in the shortest-processing-time (SPT) order followed by the jobs in $T$ sequenced in any order. Consequently, an optimal sequence can be constructed by sequencing the jobs in $E$ in SPT order followed by the jobs in $T$ also sequenced in SPT order. Furthermore, $d_{[j]} = C_{[j]}$ if $j \in E$ and $d_{[j]} = 0$ if $j \in T$. Assume that $|E| = l^*$ in $S^*$; then, the above properties facilitate the rewriting of (1) as follows:

$$TC(l^*) = a \sum_{j=1}^{n} C_{[j]} + \sum_{j=l^*+1}^{n} w_{[j]}$$

$$= a \sum_{j=1}^{n} (l^* - j + 1)p_{[j]} + \sum_{j=l^*+1}^{n} w_{[j]}.$$  \hspace{1cm} (2)

The contribution of the $[k]$ early job ($k \leq l^*$) to the objective function (2) is $a(l^* - k + 1)p_k$ and the contribution of any tardy job $j$ to the objective function (2) is $w_j$. This observation combined with the SPT ordering of the jobs in both the $E$ and $T$ sets reduces the sequencing problem to a partitioning problem and therefore facilitates the solution of the TWNTD problem in $O(n^2)$ time by the following backward dynamic programming (DP) algorithm. The proof of correctness is embedded in the construction and presentation of the algorithm.

Assume that the jobs have been re-indexed in the SPT order. Consider all schedules for the TWNTD problem defined on the jobs $j$, $\ldots$, $n$ subject to the condition that the first job starts at time 0, the jobs are executed with no-inserted idle time, and $k$ jobs among them are early where $k \leq n - j + 1$. Define any such schedule to be in state $(j, k)$. The remaining $n - j$ jobs can be scheduled optimally.
by considering only an optimal schedule with minimum objective value (2) among all schedules in state \((j, k)\).

Let \(F_j(k)\) denote the optimal solution value of any schedule in state \((j, k)\) and let \(\sigma(j, k)\) be any schedule in state \((j, k)\) with solution value \(F_j(k)\). This schedule \(\sigma(j, k)\) must have been constructed by taking one of the following two decisions in a previous state:

1. schedule job \(j\) early: in this case \(\sigma(j, k)\) must have been obtained from schedule \(\sigma(j + 1, k - 1)\) and \(F_j(k) = F_{j+1}(k-1) + akp\).
2. schedule job \(j\) tardy: in this case \(\sigma(j, k)\) must have been obtained from schedule \(\sigma(j + 1, k)\) and \(F_j(k) = F_{j+1}(k) + w_j\).

The dynamic programming recursion is as follows. The initialization is

\[
F_j(k) = \begin{cases} 
0, & \text{if } j = 0 \text{ and } k = 0, \\
\infty, & \text{otherwise},
\end{cases}
\]

and the recursion for \(j = n, \ldots, 1, k = 0, \ldots, j\) is

\[
F_j(k) = \min\{F_{j+1}(k-1) + akp, F_{j+1}(k) + w_j\}.
\]

The optimal solution is then found as \(F^* = \min_{0 \leq k \leq n} F_1(k)\). The optimal \(E\) and \(T\) sets and the resulting optimal due dates are found by backtracking. The algorithm runs in \(O(n^3)\) time.

### 3. Extensions

Shabtay and Steiner [2] extended their \(O(n^3)\) algorithm for the \(\text{TWNTD}\) problem to the more general due date assignment problem with resource allocation decisions, controllable job processing times, and the weighted number of tardy jobs objective. In that case, the objective function (1) generalizes to

\[
TC = a \sum_{j=1}^{n} d_j + \sum_{j=1}^{n} w_j u_j + \gamma C_{\text{max}} + \sum_{j=1}^{n} u_i v_j
\]

where \(u_i\) is the amount of resource allocated to job \(i\), \(v_j\) is the cost of one unit of resource allocated to job \(j\), \(C_{\text{max}}\) is the maximum job completion time (makespan) of the sequence and \(\gamma\) is the cost of one unit of operation time.

In the case of a convex resource consumption function, the actual processing time of job \(j\) is given as \(p_j(u_j) = (\text{load}_j / u_j)\) where \(\text{load}_j\) is the workload of the processing operation of job \(j\) and \(\lambda > 0\) is a positive constant. In that case, Shabtay and Steiner [2] showed that the objective function (4) can be written as

\[
TC(l^*) = \tilde{\lambda} \times \left\{ \sum_{j=1}^{n} \theta_{ij} \times \left[ a(\ell^* - j + 1) + \gamma \right]^{1/(\lambda+1)} \right\} + \sum_{j=L+1}^{n} w_{ij}
\]

where \(\theta_{ij} = (\text{load}_j / v_j)^{1/(\lambda+1)}\) and \(\tilde{\lambda} = \lambda^{-\lambda/(\lambda+1)} + \lambda^{1/(\lambda+1)}\). Shabtay and Steiner [2] then proceeded to solve the problem, to be called the \(\text{CRANTD}\) problem from now on, in \(O(n^4)\) time by solving a series of assignment problems similar to the ones solved in the case of the \(\text{TWNTD}\) problem.

The similarity of the objective functions (2) and (5) can be exploited to solve the \(\text{CRANTD}\) problem in \(O(n^2)\) time by implementing the DP algorithm presented in the previous section. According to (5), the contribution of job \(j\) \((j \leq L)\) to \(TC(l^*)\) is \(\tilde{\lambda} \theta_{ij} [a(\ell^* - j + 1) + \gamma]^{1/(\lambda+1)}\) if \(j \in E\) and \(\tilde{\lambda} \theta_{ij} \gamma^{1/(\lambda+1)} + w_{ij}\) if \(j \in T\); the above contributions have similar structure (with \(\theta_{ij}\) in the place of \(p_j(u_j)\)) with the corresponding contributions in the \(\text{TWNTD}\) problem. Furthermore, similar to the SPT ordering in the \(\text{TWNTD}\) problem, the optimal sequencing of the jobs in the \(E\) and \(T\) sets is according to the non-decreasing \(\theta_{ij}\) order. The above observations indicate that the DP algorithm of the previous section can be utilized to solve the \(\text{CRANTD}\) problem in \(O(n^2)\) time by re-indexing the jobs in non-decreasing \(\theta_{ij}\) order and rewriting the recursive equation (3) as

\[
F_j(k) = \min\{F_{j+1}(k-1) + \tilde{\lambda} \theta_{ij} (ak + \gamma)^{1/(\lambda+1)}, F_{j+1}(k) + \tilde{\lambda} \theta_{ij} \gamma^{1/(\lambda+1)} + w_j\}.
\]
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